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Polysemy

Polysemy, one type of
ambiguity, occurs when one
form delivers multiple
meanings/functions (Glynn and
Robinson, 2014).
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Polysemy in Korean

Korean language

Korean is a Subject-Object-Verb
language, which marks
grammatical information with
dedicated postpositions (Sohn,
1999).
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Polysemy in Korean

Polysemy in Korean adverbial postposition

Figure: An example sentence involving the postposition -ey as a
function of LOC (location)
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Polysemy in Korean

Question: How a speaker can understand the function of
postposition?
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Distributional semantic models (DSMs)

Concept of DSMs

The concept of distributional
semantic models (DSMs) is
that a word meaning is closely
tied to a context that is created
by a group of neighborhood
words, dubbed the
distributional hypothesis (Firth,
1957; Harris,1954).

How does BERT address polysemy of Korean adverbial postpositions -ey, -eyse, and -(u)lo? Chosun University



Introduction Corpus Part 1: BERT as a classification model Part 2: Visualization: PostBERT Discussion & Conclusion

Distributional semantic models (DSMs)

Previous studies on adverbial postpositions
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Distributional semantic models (DSMs)

DSMs that I used

I Sentence-level embedding model
I Contextualized word embedding model: Bidirectional

Encoder Representations from Transformer (BERT; Devlin et
al., 2018)
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Corpus
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Sejong corpus

What is Sejong corpus?

I Sejong corpus was created by the 21st Century Sejong
Project, a ten-year-long project that was launched in 1998.

I Sejong corpus is a representative large-scale corpus in
Korean (Shin, 2008).

I Previous studies often used this corpus as a linguistic
resource (e.g., Kim & Ock, 2016; Park & Cha, 2017; Shin et
al., 2005).
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Sejong corpus

What is Sejong corpus?

The eojul is defined as a morpheme or combination of several morphemes
serving as the minimal unit of sentential components in Korean.
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Sejong corpus

Example of the semantically tagged corpus
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Sejong corpus

Example of the semantically tagged corpus
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Creation of a hand-coded corpus

Description for annotation

I Annotators: three native speakers of Korean.
I Data: 15,000 sentences (-ey: 5,000; -eyse: 5,000; -(u)lo:

5,000)
I Functions: select the most frequent functions based on the

Sejong Electronic Dictionary and the previous studies on
adverbial postpositions.
I -ey: Location, Goal, Effector, Criterion, Theme, Instrument,

Agent, Final state
I -eyse: Source, Location
I -(u)lo: Final state, Instrument, Direction, Effector, Criterion,

Location
I Fleiss’s Kappa: -ey: 0.948; -eyse: 0.928; -(u)lo: 0.947
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Creation of a hand-coded corpus

A hand-coded corpus
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Creation of a hand-coded corpus

A hand-coded corpus

Available at: https://github.com/seongmin-mun/Corpora/tree/main/APIK
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Part 1: BERT as a classification model
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Creating training and test sets

Figure: Example sentences used in the BERT training (-ey, CRT)
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Creating training and test sets

Figure: Example sentences used in the BERT training (-ey, CRT)
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Classification: BERT

Model specification: BERT

I Contextualized word embedding model: BERT (Devlin et al.,
2018)
I Package used: Transformer
I Pre-trained model: KoBERT (Jeon et al., 2019)
I Tokenizer: KoBERT tokenizer (Jeon et al., 2019)
I Epoch: from one to 50
I Other parameters: Learning rate (.00001); Batch (32);

Sequence length (256); Seed (42); Epsilon (.00000001)
I Dimension reduction: t-SNE (Maaten and Hinton, 2008)
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Classification: BERT

Model performance: Classification

I The higher classification accuracy was obtained when the
postposition has a fewer number of functions.
I BERT: -ey: 0.815, -eyse: 0.898, -(u)lo: 0.813

I The model performance increased as the epoch
progressed.
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Part 2: Visualization: PostBERT
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Visualization: PostBERT

Available at:
https://seongmin-mun.github.io/VisualSystem/Major/PostBERT/index.html
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Visualization: clusters of BERT
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Visualization: clusters of BERT
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Visualization: clusters of BERT

Figure: The DIR cluster in the distributional map for -(u)lo (Epoch 46)
highlighting the LOC instances.
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Discussion & Conclusion
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Discussion

I Considering that previous studies on the classification of
the postpositions reported a level of accuracy ranging from
0.621 (Bae et al., 2014) to 0.837 (Kim and Ock, 2016), BERT
performs better performance than the other models.

I The BERT model performs in a stable way and simulates
how humans recognize the polysemy involving Korean
adverbial postpositions better than the other models do.
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Discussion

"These results suggest that it is likely that BERT does acquire
some form of a structural inductive bias from self-supervised

pretraining, at least outside of the NPI domain."
(Warstadt Bowman, 2020)
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Discussion

"One possibility is that the transformer’s self-attention
mechanism and layer-wise organization improves its ability to

represent lexically specific structures."
(Hawkins et al., 2020)
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Discussion

"Our results allow us to conclude that BERT does indeed have
access to a significant amount of information, much of which

linguists typically call constructional information."
(Madabushi et al., 2020)
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Discussion

I BERT performs better performance than the other models
because BERT uses the amount of information not only
morphological information but also structural information.

I Perhaps, BERT is a better approach for understanding how
humans deal with polysemy.
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Conclusion

I To understand word-level polysemy, at least, we have to
use the amount of information not only morphological
information but also structural information.

I If we spend more time learning a language, we can identify
the word-level polysemy more clearly.

I Even if the function of the postposition is used rarely but it
can be distinguished from the other functions, we can
identify it as a distinguished function.

I If the functions are semantically similar to each other, it is
hard to be distinguished one from the other.
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Thank you for listening.
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