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Polysemy

Polysemy, one type of
ambiguity, occurs when one
form delivers multiple
meanings/functions (Glynn and
Robinson, 2014).
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Polysemy in Korean

Korean language

LOC (location)

. . . GOL (goal)
Korean is a Subject-Object-Verb CRT (criteri
language, which marks (criterion)
anguag »Wh ' ) EFF (effector)
grammatical information with -ey THM

. .. (theme)
dedicated postpositions (Sohn, INS (instrument)
1999).

AGT (agent)
FNS (final state)
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Polysemy in Korean

Polysemy in Korean adverbial postposition

A% Sl el Wk
cipung wi-ey] kwumeng-i na-ss-ta.
Roof top-roc hole-NOoM appear-PST-DECL

‘There is a hole on the top of the roof.

Figure: An example sentence involving the postposition -ey as a
function of LOC (location)
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Polysemy in Korean

Question: How a speaker can understand the function of
postposition?
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Distributional semantic models (DSMs)

Concept of DSMs

The concept of distributional
semantic models (DSMs) is
that a word meaning is closely
tied to a context that is created
by a group of neighborhood
words, dubbed the
distributional hypothesis (Firth,
1957; Harris, 1954).

apartment
bedroom
floor
sale rent resident
house
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Distributional semantic models (DSMs)

Previous studies on adverbial postpositions

Study Corpus type Data size Method Accuracy
One-hot encoding +
Bae et al. (2015) Korean PropBank 4,882 sentences Structural SVM & FFNN 0.75

(Feed-Forward Neural Network)

One-hot encoding +

Kim & Ock (2016)  Sejong corpus 59.220 sentences CRF (Conditional Random Fields Model) 0.83
Word2vec (SGNS) +

Lee et al. (2015) Korean PropBank 4,882 sentences Structural SVM (Support Vector Machine) 0.77

. . PPMI & SVD +

Mun & Shin (2020) Sejong corpus 2,100 sentences Similarity-based estimate 0.74

Park & Cha (2017) Sejong corpus 14,335 sentences ~ Word2vec (SGNS) + CRF 0.77

Shin et al. (2005)  Sejong corpus 4,355 sentences \év\t/)r:/? token-based embedding + 0.71
One-hot encoding +

Yoon et al. (2016) Korean PropBank 4,714 sentences Bidirectional LSTM-CRFs 0.66
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Distributional semantic models (DSMs)

DSMs that | used

» Sentence-level embedding model

» Contextualized word embedding model: Bidirectional
Encoder Representations from Transformer (BERT; Devlin et
al., 2018)
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Sejong corpus

What is Sejong corpus?

» Sejong corpus was created by the 21st Century Sejong
Project, a ten-year-long project that was launched in 1998.

» Sejong corpus is a representative large-scale corpus in
Korean (Shin, 2008).

» Previous studies often used this corpus as a linguistic
resource (e.g., Kim & Ock, 2016; Park & Cha, 2017; Shin et
al., 2005).
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Sejong corpus

What is Sejong corpus?

Table 1: Primary corpus

Table 2: Plan for construction of raw corpus

Corpus type Corpus size(eojul) Field Portion
Raw corpus 63,899,4 12 Newspaper 20%
Grammatically 1 5,226,] 86 Magazine 10%
tagged corpus Academic works 35%
Parsed corpus 570,064 Literary works 20%
Semantically 10,132,348 Quasi-spoken data 10%
Tagged corpus The others 5%
Sum 89,830,015 Sum 100%

The eojul is defined as a morpheme or combination of several morphemes
serving as the minimal unit of sentential components in Korean.

sun University
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Sejong corpus

What is the Sejong corpus?

Table 1: Primary corpus Table 2: Plan for construction of raw corpus

Corpus type Corpus size(eojul) Field Portion
Raw corpus 63,899,412 Newspaper 20%
Grammatically 15,226,186 Magazine 10%
tagged corpus Academic works 35%
Parsed corpus 570,064 Litgraxy works 20%
Semantically 10,132,348 Quasi-spoken data 10%
Tagged corpus The others 5%

Sum 89,830,015 Sum 100%

The eojul is defined as a morpheme or combination of several morphemes
serving as the minimal unit of sentential components in Korean.
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Sejong corpus

Example of the semantically tagged corpus

BSAA0001-00001596  A32+7}9] A 2E7H/NNG + 9| /IKG
BSAA0001-00001597  d=& A 2/NNG
BSAA0001-00001508  A}7lo] o]/IKS
BSAA0001-00001599 &9} E/VV + 9J/EC
BSAA0001-00001600 31 ANX + E/ETM
BSAA0001-00001601  &2HE0] 5H2/NNG + 0] /JKS
BSAA0001-00001602  1}Q.a1 9 /VV + I/EC
BSAA0001-00001603 2tk A/NX + THEF + /SF
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Sejong corpus

Example of the semantically tagged corpus

BSAA0001-00001596 A3 2+7}e] 4242} /NNG +

BSAA0001-00001597  d& % Z/NNG
BSAA0001-00001508  A}zlo] [#2_o7nNGHelks|
BSAA0001-00001599  £©] E/VV + 9|/EC
BSAA0001-00001600 1= ANX + E/ETM
BSAA0001-00001601  52HE0] 52}H2/NNG +n
BSAA0001-00001602  1}Qa1 1} Q/VV + I/EC
BSAA0001-00001603  ¢lth. VX + THEF + ./SF

RT address polysemy of Korean adverbial postpositions -



Corpus

@00

Creation of a hand-coded corpus

Description for annotation

» Annotators: three native speakers of Korean.

» Data: 15,000 sentences (-ey: 5,000; -eyse: 5,000; -(u)lo:
5,000)

» Functions: select the most frequent functions based on the
Sejong Electronic Dictionary and the previous studies on
adverbial postpositions.

» -ey: Location, Goal, Effector, Criterion, Theme, Instrument,
Agent, Final state

» -eyse: Source, Location

» -(u)lo: Final state, Instrument, Direction, Effector, Criterion,
Location

» Fleiss’s Kappa: -ey: 0.948; -eyse: 0.928; -(u)lo: 0.947
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Creation of a hand-coded corpus

A hand-coded corpus

-ey -eyse -(u)lo
Function  Frequency Function Frequency Function  Frequency
Loc 1,780 Loc 4,206 FNS 1,681
CRT 1,516 SRC 647 DIR 1,449
THM 448 INS 739
GOL 441 CRT 593
FNS 216 Loc 158
EFF 198 EFF 88
INS 69
AGT 47
Total [4,715|  Total [4853]  Total |4,708|

How does BERT address polysemy of Korean adverbial postpositions -ey, -eyse, ? Chosun University



Corpus

e]e] J

Creation of a hand-coded corpus

A hand-coded corpus

| Index ### Label ### Function ### Sentence_POS ### Sentence |

1 ### 0 ### FNS ### O|__05/MM HEIO|/NNG =/]X #HZ/NNG (2)2/IKB SL2|L{2t/NNG oflx
2 ### 2 ### DIR ### Lt/NP °|/IKG O+S__01/NNG ©2|/JKG SZ/NNG O|/JKS £I__01/NNG

3 ### 1 ### INS ### /NNG PE__01/NNG O|/JKS =2/NNG Lt/JC &__01/NNG (2)2/IK
4 #HH# 0 ### FNS ### DE/MM FE__03/NNG 0[/JKS LHE/NNB tH2/JKB 2|/IKG 27{/NNG £
5 ### 3 ### EFF ### 7I129/NNG Ol/IKS AAZ/NNG 2|/JKG £3__01/NNG (2)Z/IKB HRZ,
6 ### 2 ### DIR ### £15__03/NNG HAFEH/NNG 21Z%/NNG (2)2/IKB =/IX T__01/NNG '
T ### O ### FNS ### YY/XR 5t/XSA L/ETM &__09/NNB (2)2/IKB AlZt__04/NNG ©0|/IK
8 ### 1 ### INS ### +8/NNP O|/IKS X/NP 2|/IKG &__01/NNG (2)2/IKB XM/NP 2|/IK
9 ### 2 ### DIR ### 2T__01/NNG #/XSN £/XSN 0|/IKS £F/NNG (2)2/IKB =0t/VWV

10 ### 3 ### EFF ## 12(1/MAJ J/MM Z3t__02/NNG (2)2/JKB 2F/NNG 0|/JKS Lt2/V
11 ### 5 ### LOC ### "/SS H_01/NNG E/XSN 0I/IKS Ct/MAG OICI/NP (2)Z/IKB 7H/W\
12 ### R ### | OC ### HI2/MAG QH/NNG (©)2/1KR ASHRXI/NNG HER  A1/NNG Xk=2 a1/N

Available at: https://github.com/seongmin-mun/Corpora/tree/main/APIK
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Creating training and test sets

Index  Label Sentence

1,862 1

1,863 1

1,864 1

1,865 1

1,866 1

1,867 1 A0 Zolat e, [SEP]

1,868 1 [CLS]| ot&lofl Qiotste| &2 23 . [SEP]
1,869 1 [CLS] Z=2 YtEA| M&E7|of sfiof siCt [SEP]
1,870 1 [CLS] o 2ol o2 FestA 5012 Lt [SEP]
1,871 1 [CLs] 13 & Y =0 gELCh[SEP]

Figure: Example sentences used in the BERT training (-ey, CRT)
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Creating training and test sets

Index Label Sentence

1,862 1 [CLS] oh&t Btof| @utEo| ESS ZUCt [SEP]
1,863 1 [CLS] B 2340to| HojE& 17|JUCt [SEP]
1,864 1 [CLS] A ForEof ST 07|17 ARAZE? [SEP]
1,865 1 [CLS] SHESOf AlLtA SHHEERUX| Q. [SEP]
1,866 1 [CLS] 2ol F Ao 202 [SEP]

1,867 1 [CLS] &0 ZO0|2tL| K. [SEP]

1,868 1 [CLS] OfFof Aniste| =& ZRHOIQ. [SEP]
1,869 1
1,870 1
1,871 1

[CLS] A= BtEA| ®FET|0f s{OF SHCE. [SEP]
[CLS] &t 2ol Hoty2 FHestA S0{2L|7t. [SEP)
[CLS] O3 & =Y Z0f gZAELICH [SEP)

Figure: Example sentences used in the BERT training (-ey, CRT)
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Part 1: BERT as a classification model
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Model specification: BERT

» Contextualized word embedding model: BERT (Devlin et al.,
2018)

>

4
4
>
>

v

Package used: Transformer

Pre-trained model: KoBERT (Jeon et al., 2019)
Tokenizer: KoBERT tokenizer (Jeon et al., 2019)

Epoch: from one to 50

Other parameters: Learning rate (.00001); Batch (32);
Sequence length (256); Seed (42); Epsilon (.00000001)
Dimension reduction: t-SNE (Maaten and Hinton, 2008)
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Classification: BERT

Model performance: Classification

» The higher classification accuracy was obtained when the
postposition has a fewer number of functions.

> BERT: -ey: 0.815, -eyse: 0.898, -(u)lo: 0.813

» The model performance increased as the epoch
progressed.
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Visualization: PostBERT

(a) (b) (c)

Postposttion ©SNE visulization of BERT sentence classification
42 Epoch

Overall accuracy & Loss

92 (o) sentence

Select function

A MEE THe A, |

s e rx \
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Individual accuracy

Select sentence
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s sy ‘

oy -4 ) ) Apr A,
e LK

wer

s

Bar chart for density cluster

. [

Density cluster

Available at:
https://seongmin-mun.github.io/VisualSystem/Major/PostBERT/index.html
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Visualization: clusters of BERT

HEX G AR AF A2 ZEMO|M ZALS ZRUACH
(I'was) questioned at the police station for a week due to the case of the symposium.

-(u)lo (Epoch 12)
*3 DIR

MEjE22 ZAICH
Let's go to Seodaemun.

=~

(The war is) ended in a truce.

ROz 20| Lt BRACH

O| A2 R 7tX| 2 ¥z8f 2 4 ALt
This can be thought of in several ways. 22 FUCR G2 D AACH
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Visualization: clusters of BERT
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Visualization: clusters of BERT

Figure: The DIR cluster in the distributional map for -(u)lo (Epoch 46)
highlighting the LOC instances.
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Discussion

» Considering that previous studies on the classification of
the postpositions reported a level of accuracy ranging from
0.621 (Bae et al., 2014) to 0.837 (Kim and Ock, 2016), BERT
performs better performance than the other models.

» The BERT model performs in a stable way and simulates
how humans recognize the polysemy involving Korean
adverbial postpositions better than the other models do.
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Discussion

"These results suggest that it is likely that BERT does acquire
some form of a structural inductive bias from self-supervised
pretraining, at least outside of the NPl domain."
(Warstadt Bowman, 2020)
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Discussion

"One possibility is that the transformer’s self-attention
mechanism and layer-wise organization improves its ability to
represent lexically specific structures.

(Hawkins et al., 2020)

How does BERT address polysemy of Korean adverbial postpositions -ey, -eyse, and - ? Chosun University



Discussion & Conclusion
[e]e]e]e] Telele]

Discussion

"Our results allow us to conclude that BERT does indeed have
access to a significant amount of information, much of which
linguists typically call constructional information."
(Madabushi et al., 2020)
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Discussion

» BERT performs better performance than the other models
because BERT uses the amount of information not only
morphological information but also structural information.

» Perhaps, BERT is a better approach for understanding how
humans deal with polysemy.
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Conclusion

» To understand word-level polysemy, at least, we have to
use the amount of information not only morphological
information but also structural information.

» If we spend more time learning a language, we can identify
the word-level polysemy more clearly.

» Even if the function of the postposition is used rarely but it
can be distinguished from the other functions, we can
identify it as a distinguished function.

» If the functions are semantically similar to each other, it is
hard to be distinguished one from the other.
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Thank you for listening.
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