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Polysemy

Polysemy, one type of
ambiguity, occurs when one
form delivers multiple
meanings/functions (Glynn and
Robinson, 2014).
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Polysemy in Korean

Korean language

Korean is a Subject-Object-Verb
language, which marks
grammatical information with
dedicated postpositions (Sohn,
1999).
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Polysemy in Korean

Polysemy in Korean adverbial postposition

Figure: An example sentence involving the postposition -(u)lo as a
function of INS (instrument)
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Polysemy in Korean

Question: How a speaker can understand the function of
postposition?
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Distributional semantic models (DSMs)

Concept of DSMs

The concept of distributional
semantic models (DSMs) is
that a word meaning is closely
tied to a context that is created
by a group of neighborhood
words, dubbed the
distributional hypothesis (Firth,
1957; Harris,1954).
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Distributional semantic models (DSMs)

Context window

A range of words
surrounding a target
word, affecting the
determination of its
characteristics (Mun,
2021)
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Distributional semantic models (DSMs)

Word-level embedding model

▶ Model training: Positive Pointwise Mutual Information
(PPMI; Church and Hanks, 1989) and Singular Value
Decomposition (SVD; Eckart and Young, 1936).

▶ Classification model: similarity-based estimate (Dagan et
al., 1993) by calculating cosine similarity scores between
-(u)lo and its co-occurring content words.
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Methods
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Corpus: Adverbial Postpositions In Korean (APIK)

▶ Sejong corpus, with semantic annotations of three
adverbial postpositions -ey, -eyse, and -(u)lo cross-verified
by three native speakers of Korean (Mun & Desagulier,
2022)

▶ Available at:
https://github.com/seongmin-mun/Corpora/tree/main/APIK

https://github.com/seongmin-mun/Corpora/tree/main/APIK
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Corpus: Adverbial Postpositions In Korean (APIK)
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Corpus: Adverbial Postpositions In Korean (APIK)

ACC = accusative case marker; DAT = dative marker; DECL = declarative; EF =
final ending; JKB = adverbial case marker; MAG = general adverb; NNG =
common noun; NNP = proper noun; NOM = nominative case marker; NP =

pronoun; PST = past tense marker; TOP = topic; VV = verb
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Similarity-based estimate (Dagan et al., 1993)
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Approach (adapted from Dagan et al., 1993)
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Result & Discussion
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Result

Our model achieved the highest classification accuracy rate in the window
size of one, and the accuracy rates decreased as the window size increased.
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Interpretation

▶ This trend aligns with advantages of small window sizes
(Bullinaria Levy, 2007).

▶ Considering that a narrower range of context window
relates more to syntactic than to semantic information
(Patel et al., 1997), our model may have employed
structural, more than semantic, characteristics of tri-grams
(word-target-word) for the best classification performance.
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Data processing by using Python

▶ Colab: Python code

https://colab.research.google.com/drive/1J0EqX4og8JfF0j89lBYnbPZJIFFSIuu1
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Web-based System
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Thank you for listening.
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